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Abstract 

Development of generalizable countermeasures for replay 

spoofing attacks on Automatic Speaker Verification (ASV) 
systems is still an open problem. Many countermeasures to 
date utilize bandpass filters to extract a variety of frequency 
band-based features. This paper proposes the use of adaptive 
bandpass filters, a concept adopted from human cochlear 
modelling to improve detection performance. Gains of filters 
used for subband based feature extraction are adaptively 
adjusted by varying their Q factors (Quality factor) as a 

function of input signal level to boost low amplitude signal 
components and improve the front-end’s sensitivity to them. 
This method is used to enhance information embedded in 
speech signals such as device channel effects which could be 
instrumental in distinguishing genuine speech signals from 
replayed ones. Three features extracted using the adaptive 
filter process yielded performance improvements over other 
auditory concepts-based baselines, showing the potential of 

using an adaptive filter mechanism for replay spoofing attack 
detection.  

Index Terms: ASVspoof 2017, Replay attacks, Anti-spoofing, 
adaptive filtering 

1. Introduction 

Automatic Speaker Verification (ASV), a form of biometric 
authentication, uses a person’s speech signal to verify his/her 
identity. Although ASV has gained popularity in many areas, 
its vulnerability to spoofing has been acknowledged [1]. 
Spoofing attacks on ASV systems  are categorized into 
impersonation, speech synthesis, voice conversion, replay 
attacks [1] and identical twins [2]. Among them, replay attacks 
stand out due their simple nature. An attacker mounting a 
replay attack records the target speaker’s speech and plays it 

back to an ASV system to gain access maliciously. The 
characteristics of replayed speech vary according to the 
devices used to record and playback target speech signals [3]. 
Consequently, effective countermeasures should be able to 
robustly identify varied characteristics of replay attacks. 

Earlier research has used similarity scores to decide if an 
input is an exact reproduction of an earlier access attempt [4, 
5]. Other countermeasures include discriminating replayed 
speech from genuine speech using the channel characteristics 
of replayed speech and added reverberation [6, 7]. However, 
the reliability of these early countermeasures is questionable 
due to the limited amount of data used in the experiments. 

With the release of ASVspoof 2017 database [8], many other 
countermeasures have been proposed. Front-end features 
include common cepstrum based features such as Mel 
Frequency Cepstral Coefficients (MFCC), Spectral Centroid 

Magnitude (SCM) features and Rectangular Filter Cepstral 
Coefficients (RFCC) [9]. Apart from these, other novel 

magnitude spectrum-based features have also been proposed. 
These include inverse MFCC features [10], Mel-filterbank 
slope (MFS) and Linear-filterbank slope (LFS) [11]. Most of 
the above-mentioned features extract discriminating 
information from the magnitude spectrum of a speech signal.  

Speech phase-based features and speech source-based 
features have also been investigated [12-14]. Deep neural 
network-based feature extraction as well as end-to-end 
classification using deep neural networks has also been 
explored. Bottleneck features extracted from a Light 
Convolutional Neural Network (LCNN) have given promising 
results [15]. An embedding that learns within class similarities 
using a deep Siamese architecture was also shown to lead to 
improved results over many other systems [16].  

Auditory based concepts such as constant-Q transform 
which provides time-frequency resolution similar to that of the 
auditory system [3] and auditory filterbanks [17] have also 

been used in replay attack detection systems. But, level-
dependent gain adaptation of the auditory system has not been 
explored in this context. The current study focuses on 
highlighting frequency components which are low in 
magnitude by adaptively controlling the gain of a filterbank, 
thereby enhancing less noticeable channel information which 
could be instrumental in discriminating replayed speech 
samples. This technique is inspired by active mechanisms in 
the human cochlea. 

The human ear is capable of detecting input stimuli of 
very low amplitude under diverse acoustic conditions. Early 
physiological studies on human auditory system have shown 

that cochlear mechanism consists of a passive as well as an 
active component to achieve such high sensitivity [18-20]. In 
particular, the selectivity and sensitivity of the cochlea 
actively adapts to the input stimulus level. Based on such 
physiological evidence, many computational and analytical 
models to replicate the active and passive behavior of cochlea 
have been developed [21-24]. Passive behavior is typically 
modelled as a cascaded bank of filters tuned to different 

frequencies [25]. Different active mechanisms have been 
incorporated into the passive models, making the overall 
filterbank behavior adaptive in nature [22].   

Adaptive filterbank based feature extraction has been used 

in other speech processing applications. For example, it has 
been used in speech recognition to enhance weaker formants 
[24] and speech enhancement [26]. A complete model of the 
auditory nerve, which consists of the level-dependent adaptive  
mechanism, has been used in feature extraction for speaker 
recognition in noisy conditions [27].  



This study proposes the concept of level-dependent 

selectivity of the cochlea to improve selectivity of a second-
order infinite impulse response (IIR) bandpass filterbank as a 
means to improve replay attack detection performance. Spatial 
differentiation, another concept of auditory modelling that was 
previously proposed by the authors [28], has also been 
incorporated in the current work to improve detection 
performance further. 

2. Proposed Adaptive Filterbank 

Framework 

The proposed adaptive filterbank framework is shown in 
Figure 1. As discussed before, current work aims to use 
adaptive filter mechanism to improve feature extraction 
process by making the above filterbank level-dependent. The 
most straightforward method to boost a low-level input 
stimulus is to increase the gain of a filter. Filter gain can be 

increased by increasing its Q factor, which in turn will 
improve the selectivity of the filter as well. This is further 
discussed in section 2.3. Each main step of the process is 
described in the following sections. 

2.1. Bandpass Filtering 

A parallel filterbank consisting of second-order IIR bandpass 
filters is used to decompose speech signals into subbands.  
Each filter in this filterbank is defined as: 
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Time domain filtering using the above filterbank is used to 
first decompose a speech frame into N subbands. 

2.2. Spatial Differentiation 

Spatial differentiation models the mechanical coupling in 
the basilar membrane [29] and has the effect of increasing the 
order of the filters in a parallel filterbank, thereby modifying 

the filter characteristics. The positive effect of spatial 

differentiation on replay attack detection performance was 
discussed in our previous work [28]. The spatially 
differentiated output of two filters is simply the subtraction of 
the output of those two filters. The outputs from N bandpass 
filters are spatially differentiated k times and input to the 
adaptation system. 

2.3. Adaptative-Q filtering 

The spatially differentiated output of each bandpass filter 
is used to adjust the gain of the filterbank. Following cochlea 
modelling techniques, a secondary filter (tuned to the same 
centre frequency) with variable gain is used to make the 
filterbank level-dependent [22]. Filter coefficients of the 
secondary filter are adapted by varying the Q factor, which in 

turn adapts the gain of the filter. Relationship between Q 
factor and the gain is discussed below. The second filter used 
here is a second-order resonant lowpass filter with the transfer 
function given below: 
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where, !� � 	1 # 2�� cos�� ( ��� is a constant for each filter. 

This second-order lowpass filter shows resonant behavior at 

the pole frequency (resonant frequency) ��. Gain of the ��� 
filter at �� is given by: 
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Pole radius �� at a given resonant frequency *� (=	��
+,
�-

) of the 

above filter is related to the pole bandwidth ./� by 
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Here, *3 is the sampling frequency. Hence, lower bandwidth 

gives rise to higher pole radius, which in turn increases filter 
gain at resonant frequency (See Equation 3). Due to the 
relationship	4� � *�/./�, where 4� gives the Q factor of the 
filter,  

�� � 1 # 0. +�
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                                    (5) 

Therefore, it is seen that pole radius is proportional to the Q 
factor of the filter. Therefore, based on equation (3), gain of 
the lowpass filter can be varied by controlling its Q factor. 
Due to the resonant nature of the lowpass filter, a sharp gain 

(or selective gain) will be provided at the resonant frequency. 
Figure 2 shows the variation of the gain of a selected resonant 
lowpass filter (resonant frequency 3.3 kHz) for three Q 
factors. 

Energy of the bandpass filtered and spatially differentiated 
signal is calculated over a certain time interval and used to 
control the Q factor of the lowpass filter (See Figure 1). The Q 
factor of each lowpass filter varies between two defined 
values. If the energy 7� is lower than a certain minimum 

threshold value (78�9), the Q factor 4� is set to the maximum 

(4��:�). If the energy is higher than a maximum threshold 

value	�78;<�, the Q factor is set to the minimum value (4=>?). 

If the energy falls in between the two limits, the Q factor takes 
an intermediate value between the minimum and the 
maximum. The relationship between Q and energy is linear 
within this limit (See Figure 1). The new lowpass filter 

coefficients (@	 � 2�� cos�� and @� � ��
�
 in equation (2)) are 

calculated based on adapted Q values and the next frame is 
processed using the newly adapted filters. 

 
Figure 1: Adaptive filter mechanism for the ith band of the 

parallel filterbank. 



Filter adaptation enhances the low magnitude components 
of a speech signal by increasing the Q factor. The 4=>? limit 

for each lowpass filter is assigned so that the gain is 
maintained at 0 dB when the bandpass filter output exceeds 
the maximum energy threshold. Therefore, high energy 
components are not attenuated below the passive (no 
adaptation) level. The effect of adaptive filtering on a selected 

speech signal is shown by the pseudo-spectrograms in Figure 
3. The pseudo-spectrogram plots the frequency points at which 
the lowpass filter output energies exceed a certain threshold. 
Additional peak components are seen in Figure 3(b) because 
the low magnitude frequency components have been boosted 
through adaptation. The importance of high frequency 
components for replay attack detection is known [10]. 
Therefore, enhanced high frequency components could be 

especially instrumental in discriminating replayed speech from 
genuine speech, along with other components. 

 

3. Feature Extraction 

The next step is to evaluate the adaptive filterbank framework 
for replay spoofing attack detection. Three subband based 
features were extracted for the evaluation. Two of the features 
are the same as those used in our previous work [28], but the 
filtering process is adaptive instead of the conventional 
passive subband filtering. The speech signals are windowed 
into small non-overlapping frames and adaptively filtered. The 
resulting subband signals are full-wave rectified (taking 
absolute) and transformed into the frequency domain. Three 

features are extracted from the frequency spectrum of the full-

wave rectified signals (i.e. spectral envelope of the signal). A 
brief description of the features used is given below.   

3.1. Spectral Envelope Energy (SEE) 

The first feature A77 is the average energy across each 

spectral envelope. A77 of Bth subband is calculated as given 
below. 

A77C � ∑ |/E*F|2*G
*�*H

                           (6)  

where * is the frequency of each component, *= and *I are the 

lower and upper frequency limits of the subband signal and 

|/E*F| is the spectral envelope of the subband signal.   

3.2. Spectral Envelope Centroid Frequency (CF) 

The JK feature is defined as the weighted average frequency 

of the spectral envelope of the selected frame. Here, the 
weights are the magnitudes of each frequency component.  

JKC �
∑ +.|2E+F|LM
LNLO

∑ |2E+F|LM
LNLO

                             (7) 

3.3. Spectral Envelope Centroid Magnitude (CM) 

The final feature JP is defined as the weighted average 

magnitude of the envelope under consideration. The weights 
are frequencies of each magnitude component.  

JPC �
∑ +.|2E+F|LM
LNLO

∑ +LM
LNLO

                                (8) 

4. Experimental Setup 

4.1. Database 

Experiments reported in this paper were conducted using the 

ASVspoof 2017 Version 2 database [3]. The training set of the 
database consists of about 1.09 hours of genuine (non-
replayed) speech and about 1.03 hours of replayed speech. The 
evaluation set consists of about 11.10 hours of utterances in 
total. Therefore, the evaluation set consists of replayed 
utterances generated using replay conditions unseen in the 
training set. Speech signals are sampled at 16 kHz frequency. 

4.2. Front-end Configuration 

4.2.1. Filtering and Adaptation 

Speech signals were windowed into non-overlapping frames 
of 5ms and filtered adaptively. A small frame size is required 
because subsequent filter coefficients of the lowpass filters are 
estimated based on current inputs. 80 second-order bandpass 
filters spaced equally in Hz frequency scale were used for 
subband decomposition. The Q factors of these filters increase 
with frequency and were kept fixed during the adaptation 

process. 6 spatial differentiations were applied to filtered 
speech signals [28]. The energy of spatially differentiated 
output was calculated as the sum of squares of all samples in 
dB scale.  

All filters were first placed in non-adapted state (passive 
state) and subjected to adaptation which brings them to active 
state. The passive state Q factors (4=>?) of the lowpass filters 

linearly vary from 0.9 to 1.7. The active state maximum Q 

factors (4��:�) vary linearly from 4.9 to 5.7. It is important to 

 
(a)                                          (b) 

Figure 3: Pseudo-spectrograms of filtered output without 
adaptation (3(a)) and with adaptation (3(b)). 
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Figure 2: Variation of gain of a resonant lowpass filter 

(resonant frequency 3.3 kHz) with Q factor. Increased Q 

factor leads to increased and more selective gain.  
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note that increasing the Q factors of filters increases the 

filterbank ripple. Therefore, care should be taken to ensure 
that the filterbank ripple is not too high as it may degrade the 
detection performance [30]. Minimum and maximum energy 
thresholds can be calculated in different ways. In this paper 
they were calculated by applying a sine wave to each filter 
with the frequency equal to the centre frequency of that filter 
[24]. The output average energy over a period of time was 
calculated, and 50 dB below the average was chosen as 

minimum threshold and 10 dB above average was chosen as 
the maximum threshold. These levels were empirically 
decided by applying adaptive filtering to some selected speech 
signals.  

4.2.2. Feature Extraction 

Once signals are decomposed into frequency bands, the 
feature extraction process is carried out. JK, JP and A77 

features are extracted from subband decomposed speech 
frames. Since spectral envelope is of low frequency, features 
are obtained from frequency components up to 950 Hz. Log 
and DCT (discrete cosine transform) were applied to all three 
features to decorrelate them and first 40 coefficients were 
retained. Further details on feature extraction can be found in 
[28].   

4.3. Back-end Configuration 

A Gaussian Mixture Model (GMM) was used to model the 
data. Based on the feature dimension and the dataset size, 512 
mixture component GMMs were modelled for genuine and 

spoofed feature distributions. The log-likelihood ratio for each 
test utterance was calculated during the testing phase. The 
MSR Toolkit [31] was used for GMM modelling. 

5. Experimental Results 

Equal Error Rate (EER) was used as the performance metric 
for the experiments. Data from training and development sets 
were pooled together to train the model to test on the 
evaluation set. Results obtained are given in Table 1. First, 
experiments were conducted using each feature individually. 

Velocity (∆) and acceleration (∆∆) components of the three 
features were appended to include dynamic information. Next, 
features were fused at the feature level. Six spatial 
differentiations (SD) have been applied on the bandpass filter 
outputs in all settings unless stated otherwise. 
   

Table 1: Comparison of experimental results (EER %) 
using the proposed framework with selected baselines 

from the ASVspoof 2017 database. 

ID Feature EER 

Baselines 

B1 CQCC + ∆ + ∆∆  [3]  12.24 

B2 MSE-CC [32] 11.97 

B3 SCM + ∆ + ∆∆  [9] 11.49 

B4 AM-ConvRBM-CC + FM-ConvRBM-CC 
[17] 

8.89 

Single systems 

S1 CF + ∆ + ∆∆ (Adapted Q) 17.99 

S2 CM + ∆ + ∆∆ (Adapted Q) 9.42 

S3 SEE + ∆ + ∆∆ (Adapted Q) 10.23 

Fused systems 

 S1 + S2 (Adapted Q) 8.52 

 S1 + S3 (Adapted Q) 10.14 

 S2 + S3 (Adapted Q) 9.45 

 S1 + S2 (Passive, low-Q) 8.87 

 S1 + S2 (Passive, high-Q) 8.93 

 S1 + S2 (Adapted Q, no SD) 10.16 

 
All four selected baselines (B1, B2, B3 and B4) use GMM 

back-ends. Results of the first baseline (B1) is based on 
Version 2 of the database while results provided by B2, B3 
and B4 systems are based on Version 1 of the database [33]. 
B1 uses Constant Q Cepstral Coefficient (CQCC) features 
extracted from the Constant Q Transform (CQT). This system 
is comparable with the proposed framework mainly because it 
is also auditory inspired [3]. The second baseline (B2) has 
utilized modulation static energy (MSE) as a front-end feature 

[32]. System B3 used a conventional spectral centroid 
magnitude (SCM) feature [9].  The B4 system is a score-level 
fusion of AM and FM features obtained via an auditory 
filterbank learnt using Convolutional Restricted Boltzmann 
Machine (ConvRBM) [17].  

It is seen from Table 1 that the proposed JP feature-based 

system (S2) and A77 based system (S3) surpassed the selected 

single system baselines. However, S1 has shown worse 
performance than the baselines. The reason could be decrease 
in relative difference between spectral peaks in the speech 
signals due to adaptation, which consequently reduces the 

variations in JK feature. The result of feature level fusion of 

the single systems is shown next: S1 and S2 features together 
have brought down the EER possibly due to the 
complementary information provided by the two features. 
Similar behavior has been shown by S1 and S3 system 
features. However, concatenation of JP and A77 (S2+S3) has 

not shown an improvement possibly due to a correlation 
between the two features. 

 For comparison, systems that fused JP and JK have been 

tested using passive filterbanks, with all lowpass filters set to 
their minimum Q values and maximum Q values respectively. 
It is seen that the EERs are slightly higher than the adapted 

version, which could prove the effect of the adaptation 
process. However, further experiments are required to quantify 
the improvement. The final result given shows the positive 
effect of spatial differentiation on the detection results as well.     

6. Conclusion 

This paper proposes a novel approach inspired by cochlear 
modelling research for subband decomposition of speech 
signals to extract front-end features by adaptively adjusting 
gain of each filter as a function of the input signal level. This 
adaptive filter mechanism enhances low magnitude signal 

components of a speech signal actively and therefore assumed 
to be enhancing channel information embedded in replayed 
speech signals. Contrastive results provided have shown the 
effect of the proposed filtering technique, highlighting the 
potential of using classic signal processing techniques for 
feature extraction. The applicability of the proposed filter 
framework is not limited to replay attack detection. Since the 
main focus of the current study is to develop a better front-end 

framework, a typical GMM was used as the back-end. Future 
work on the proposed study includes incorporating deep 
learning frameworks to actively determine suitable Q factors 
for the filters based on input signal levels, and detailed study 
of enhanced information content provided through adaptation. 
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